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We investigated the nature of the ground state and static response properties (µ, R, andâ) for a promising
class of twistedπ-electron system nonlinear optical chromophores at the HF, B3LYP, MP2, and CASSCF
levels. We report results for a substituted twisted ethylene and a larger tictoid analogue. Previous work has
reported only a zwitterionic character for such tictoid species, however, (14,13) CASSCF calculations predict
a ground-state diradical. At the HF, B3LYP, MP2, and (14,13) CASSCF levels, the values ofâ are orders of
magnitude smaller than those predicted by semiempirical methods.

Introduction

Chromophores with large hyperpolarizabilities,â, are valuable
as components of photonic devices.1 Theoretical computation
of â has guided the design of new nonlinear optic systems;
however, accurate calculation of theâ at the ab initio level is
computationally expensive for moderate-size chromophores.
Large basis sets including diffuse functions and the inclusion
of electron correlation are both important;2 Bishop and co-
workers have also shown that vibrational effects contribute to
the nonlinear response.3 Density functional theory (DFT) is a
correlated method that is much faster than the ab initio second-
order Møller-Plesset (MP2) or the coupled cluster singles and
doubles (CCSD) method. While good agreement with experi-
mental and other theoretical methods exists,4 recent work
suggests that DFT fails to treat charge transfer5 and response
properties6 correctly in extended systems.

Tictoid (twisted intramolecular charge transfer) structures7

have received much attention from Marks and Ratner8 as a new
class of promising nonlinear optical chromophores having
tunable optical properties through a dihedral twist around a
conjugating double bond. Highly twisted tictoid structures,
recently synthesized by Marks and co-workers,9 have both
quinoidal and charge separated aromatic resonance forms, and
are claimed to be zwitterionic at the 90° twist angle where there
is no interring conjugation. Marks, Ratner, Bre´das, and co-
workers calculated an extremely large negative hyperpolariz-
ability (âµmax ) -3091 × 10-30 esu) for a twisted tictoid
merocyanine dye, 3,4-dimethyl-2′,6′-dimethyl-4-quinopyran,1
(Chart 1), using the sum-over-states MRD-CI/INDO/S semiem-
pirical level of theory.10 Previous semiempirical calculations by
Albert et al. of other twistedπ-chromophores11 have also shown
a large nonlinear optical (NLO) response. We attempted to
compare theâ calculated with semiempirical and ab initio
methods but were thwarted; the B3LYP/6-31G** method used
by Marks, Ratner, and Bre´das to optimize1 yielded a wave
function unstable to single excitations at 90°, indicating open-
shell character instead of the proposed zwitterion.

In the present paper, we seek to more fully understand this
tictoid system and, in addition, use a substituted twisted ethylene
as a smaller analogue to test our computational methods. The

smaller system will be quite different as it is nonaromatic, but
higher level methods can be used to provide benchmarks for
the larger system. Using both single-determinant and multicon-
figurational ab initio methods, we calculate the dipole moment
µ, linear polarizabilityR, and hyperpolarizabilityâ for twisted
double bonds at multiple levels of theory.

Accurately describing the delicate balance between zwitte-
rionic and diradical singlet electronic states in a bond-breaking
process has long frustrated many quantum chemists.12 Ethylene,
C2H4, is the simplest molecule with aπ-bond that can be broken
by rotating CH2 groups with respect to one another.13 The
interplay among the three configurations that can be formed in
a minimum basis set with two electrons in theπ space of twisted
ethylene and other polyenes, and the corresponding dramatic
changes in dipole moment and polarization, has been studied
previously.14 In both the singly and doubly excitedπ f π*
states, energy decreases as ethylene is twisted to 90°, while the
covalent-diradical ground state increases in energy with twist
angle. Any perturbation that breaks the symmetry will cause
the excited states to mix giving rise to two zwitterion states.
The energy gap between the singlet diradical and the excited
state zwitterion is greatly decreased by donor and acceptor
substituents,12a,15 which also weaken theπ bond due to the
captodative effect.16 Since breaking the symmetry of ethylene
with unsymmetrical substitution allows the zwitterion and
ground state to mix, Salem speculated that strong enough donor
and acceptor substituents and/or a polar solvent will favor the
zwitterion at some angles. System1 no doubt has diradical and
zwitterion ground states that grow closer in energy, leading to
the increasing optical response with increasing twist angle.

* Address correspondence to this author. E-mail: robinson@
chem.washington.edu.

CHART 1: Twisted Chromophores 1 (tictoid)a and 2
(ethylenic)

a The diradical and zwitterion tictoid are not formal resonance
structures at a pseudo-C2V 90° twist angle because the covalent and
ionic forms are of different symmetry.
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Multiconfigurational methods, such as the complete active
space self-consistent field (CASSCF) method, are required to
properly describe the singlet diradical.17 A single Slater
determinant method, such as Hartree-Fock (HF) or DFT, does
not allow for partial occupation of molecular orbitals, and
therefore often cannot accurately represent the degeneracies of
a singlet diradical. A closed shell zwitterion is expected to
require only a single determinant method. However, the
CASSCF method requires a somewhat arbitrary choice of active
space, i.e., of the “important” orbitals in the bond breaking
reaction. For any double bond breaking by internal rotation, at
least theπ and π* orbitals must be included. With the two
electrons involved in the breaking bond, this results in a (2,2)
CASSCF wave function (the first number designates electrons,
the second active orbitals). For bond switching as shown in
Chart 1, all theπ-bonds involved in the switching may need to
be included in the CAS active space. Since the number of
CASSCF configurations increases factorially with active space
size (the number of Slater determinants for a (12,12) CASSCF
calculation is 3 867 864), the calculation can become prohibi-
tively expensive. Additional electron correlation outside of the
active space can be recovered by CASPT218 with many-body
perturbation theory in conjunction with a CASSCF reference
wave function.

For the electronic response properties, we use the Taylor
series convention for the expansion of the dipole momentµ in
the presence of an electric fieldF at a fixed geometry:

The static polarizabilities can be written as derivatives of the
dipole moment with respect to the field:

The two-level perturbation theory expression for the linear
polarizability and hyperpolarizability19 is often used to quali-
tatively rationalize the response in terms of the difference
between the ground (g) and the lowest optically allowed singly
excited state (n) dipole moments∆µgn ) µn - µg ) 〈Ψn|µ̂|Ψn〉
- 〈Ψg|µ̂|Ψg〉, the transition dipole moment matrix element
connecting the ground and excited stateµgn ) 〈Ψg|µ̂|Ψn〉, and
the energy difference between the two statesEgn ) En - Eg:

According to this simplified two-level model, the sign ofâ
is determined completely by the difference in dipole moments
in the ground and excited states in the direction of the original
ground-state positive dipole. Most organic molecules have an
excited state that is more charge separated than the ground state,
and so will have a larger dipole moment than the ground state,
giving a positiveâ. A more charge-separated ground state
affords a negativeâ. The allowed singly excited state that

dominates the two-level model is often described as a simple
transfer of an electron from the HOMO to the LUMO. In neutral
donor-acceptor chromophores, the HOMO usually has greater
coefficients on the donor group and the LUMO on the acceptor.
For a neutral system (Figure 1a) a single electron excitation
results in a larger dipole moment in the excited state (Figure
1b), and thus a positiveâ. In a zwitterion (Figure 1c), the most
electronegative atom holds the formal negative change defining
the HOMO. Thus, in the excited state (Figure 1b), the more
electronegative atom loses charge and the molecular dipole
moment decreases with respect to the zwitterionic ground state,
resulting in a negativeâ.

In a typical donor-acceptor chromophore with positiveâ,
the donor is less electronegative than the acceptor, therefore
the dipole moment vector is toward the donor, and the direction
of easier charge movement, from donor to acceptor, causes an
asymmetry in charge transfer that is anti-aligned with the dipole
moment vector. A negativeâ is the result of easier charge
movement through theπ system in the same direction as the
dipole moment. This occurs when electron density is located
on the more electronegative group, as in charge-separated
zwitterionics, when the typical “acceptor” group now contains
more electron density and so becomes the donor group. The
transfer of charge yields an overall smaller dipole moment as
charge is moved from the more electronegative group to the
more electropositive group. Thus, for a twisted asymmetric
double bond, a sign change inâ would be expected with
increasing twist angle if the system switches from a neutral to
a zwitterionic ground state (â would be zero for a symmetric
olefin such as ethylene). With no asymmetry in the direction
of charge movement,â is zero, as is seen for centrosymmetric
systems.

Computational Details

The Gaussian0320 and MOLCAS21 program suites were used
for all calculations. Because Marks, Ratner, and co-workers used
B3LYP22 with the Pople 6-31G** basis set for the geometry
optimization of1 (semiempirical methods were used to compute
the optical properties), we chose the same optimization method
for all systems to facilitate comparison. Twist angle geometries
were enforced by constraining the two cis dihedral angles of
the double bond. The optimized cisoid geometry for2 is used
for 0°. All optimizations were done without symmetry con-
straints. The B3LYP wave function for1 did not converge at
small twist angles due to steric interactions of the methyl groups
ortho to the ring-connecting bond. Single point calculations
converged the root-mean-square density matrix to 10-8 and the
energy to 10-6 atomic units and DFT single point calculations
used an ultrafine numerical integration grid [a pruned (99 590)
grid]. The (2,2) CASSCF calculations included theπ and π*
orbitals of the twisted bond in the active space, while larger
CASSCF calculations included the entire bonding and anti-
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Figure 1. (a) The typical donor-acceptor chromophore under the
influence of an electric field transfers charge in the opposite direction
of the dipole moment, yielding a positiveâ, while a zwitterionic
chromophore of type (c) transfers charge along the dipole moment,
giving a negativeâ. A single excitation from a molecule of type (a)
or type (c) yields an excited state with an intermediate dipole
moment (b).
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bondingπ system, including the donor and acceptor groups.
The Hartree-Fock wave function for the planar optimized
system was used for the first CASSCF initial guess, and the
CASSCF wave functions were used for successive starting wave
functions as the system was gradually twisted. The active space
orbitals were visualized and carefully monitored for consistency,
and the initial guess orbitals for the applied field calculations
were always those previously optimized without the field.

The response property vector and tensor values23 calculated
are the magnitude of the dipole moment,µ, in Debye, the
rotational average ((1/3)TrR) of the polarizabilityR, given in
Å3, and the component of the hyperpolarizability along the
dipole, which is sometimes designated asâµ or âvec, which we
give in electrostatic units, is represented as

Kleinman symmetry24 (independence of the order of differentia-
tion) was enforced, so that terms differing only by a permutation
of indices are assumed to be equal, i.e.,âxyy ) âyxy ) âyyx.

Analytic derivatives were available for the HF method, via a
coupled perturbed HF calculation, while numerical derivatives
were used for MP2 and DFT to obtain the hyperpolarizability.
At the CASSCF level, the finite difference numerical derivative
technique determined elements of the polarizability and hyper-
polarizability tensors:

An external electric field was created with two opposite point
charges of 500e at 1000 Bohr on either side of the molecule
along thex, y, andz axes to create an electric field strength of
0.001 atomic units. From the multipole expansion, the use of
opposite point charges creates a nonuniformity of the electric
field in the region of the molecule that scales as (size of
molecule/distance between charges)2. Assuming a molecule size
of roughly 10 bohr, and the charges 1000 bohr apart, the
nonuniformity of the field is (10/1000)2, or 10-4. This is quite
adequate for these calculations that do not take into account
the effects of vibrational motion, solvent effects, or the field
frequency. The large point charges would cause dramatic effects
in the dipole of the system if the basis functions were not
negligible at this distance.

Results and Discussion

A stable 90° B3LYP/6-31G** wave function, a CASSCF
HOMO occupation number greater than 1.9 electrons for all
twist angles, and an increasing dipole with increasing twist angle
all indicate a closed shell, zwitterionic wave function for2 at
large twist angles. The electronic state of1, however, needs
the entireπ-system included in the CASSCF active space to be
represented accurately. While1 gives an unstable B3LYP/
6-31G** wave function at 90°, both MP2 and (2,2) CASSCF
show an increasing dipole moment with increasing twist. The

(14,13) CASSCF calculation that includes all switchingπ bonds
gives a diradical wave function for the 90° twisted rings.
However, the zwitterions and diradical states are very close in
energy: a zwitterionic (14,13) CASSCF wave function for1
was also found at 4.3 kcal/mol above the diradical wave function
at 90°. The HOMO and LUMO for the diradical and zwitterionic
90° wave function for1 are shown in Figure 2.

While the central carbon-carbon bond distances in1 and2
increase with twist angle (Table 1), they never approach a
standard carbon-carbon single bond length of 1.5 Å. The
oxygen-carbon bond lengths also slightly increase with twist
angle for1 and2, in accordance with an increasing contribution
from the charge separated resonance form. One of the rationales
given11a for assuming zwitterionic tictoid structures at 90° is
the aromatic driving force associated with the charge separated
species. Aromatic stabilization of1 would no doubt make the
charge separated form a large contributor in1 even at small
twist angles, resulting in the long central C-C and O-C bonds
compared to2 as seen at 40°. We estimated the aromatic
character by the geometric criteria of bond length equalization.
The maximum difference in carbon-carbon bond lengths,∆r,
in the rings of1 decreases with larger twist angles, but the
pyridinium and oxygen substituted ring 90° values of∆r )
0.062 and 0.073 for1 are close to twice that of the∆r ) 0.036
of prototypical donor-acceptor ring chromophorep-nitroaniline
calculated at the same level of theory. However, the delocal-
ization, even if not complete, in each tictoid ring may stabilize
the spin, making the diradical the ground-state wave function
in 1, but not2.

Response Properties for 2.While all methods show a peak
in R between the 60° and 90° twist angles for2, the CASSCF
peaks are much larger (Figure 3). The CASSCFâ values are
quite different from those calculated at HF, B3LYP, or MP2,
and so are plotted on a separate scale (Figure 5). The single
determinant methods give a positiveâ (nitrogen acting as donor)
at small twist angles, and then gradually shift to a negativeâ
(oxygen acting as donor) at larger twist angles. At 90° there is
minimal p-orbital overlap at the center twisting C-C bond,
leading to a decrease inâ, which is not as apparent with B3LYP.
Calculations at the coupled-cluster singles and doubles/6-
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Figure 2. (14,13) CASSCF zwitterion (Z, top) and diradical (D,
bottom) HOMO (left) and LUMO (right) for1 at 90°.

TABLE 1: Selected Geometric (B3LYP/6-31G**) Data for
Twisted π-Chromophores

central C-C (Å) C-O (Å) ∆r (Å)a
twist angle

(deg) 1 2 1 2 1-O 1-N

0 n/ab 1.368 n/ab 1.226 n/ab n/ab

20 n/ab 1.370 n/ab 1.226 n/ab n/ab

40 1.430 1.379 1.244 1.227 0.093 0.092
60 1.445 1.397 1.247 1.229 0.083 0.076
80 1.467 1.419 1.250 1.234 0.077 0.064
90 1.478 1.423 1.252 1.236 0.073 0.062

a ∆r is the difference between the longest and shortest C-C bond
in the two tictoid rings (O and N).b No convergence at small twist
angles in1 due to steric repulsion between methyl groups.

Twistedπ-Electron System Nonlinear Optical Chromophores J. Phys. Chem. A, Vol. 110, No. 22, 20067191



31+G** level with use of allπ-electrons for excitations gave
results remarkably similar to those of MP2/6-31+G** for all
properties. In contrast to these single determinant methods, the
CASSCF results change suddenly between 65° and 70°, with
large positiveâ on the lower twist angle and large negativeâ
at the higher twist angle. The large CASSCF HOMO occupation
number of 1.9 is linked to a large coefficient for the HF single
determinant configuration. The extent to which CASSCF and
HF disagree is therefore somewhat surprising. All methods show
a smooth plot of the energies as a function of twist angle (Figure
4).For both 6-31G* and 6-31+G** basis sets, which are in
impressive agreement for all methods, the linear polarizability
peak corresponds to the zero of the hyperpolarizability as it goes
from positive to negative. On the basis of this relation, and the
fact that the diradical and zwitterionic states are very close in
energy, we assume that the same state excitation is responsible
for both R and â. From Figure 5,R and â appear to be

derivatives with respect to twist angle rather than with respect
to the field. A twisting bond or an applied field, however, would
both cause an increase in the zwittionic configuration. This
similar effect is thus the cause for the successive derivative
appearance of these properties. The relationship ofR andâ can
also be analyzed by combining the two-state model eqs 4 and
5 to giveâµ ∝ (∆µgn/Egn)R. The differences betweenâ andR
are seen to be due to a change in sign of∆µgn as explained in
Figure 1, and a decreasing energy gap between the ground state
g and excited state n.

As shown in Figure 1, a sign change inâ represents a switch
from a neutral to a zwitterionic ground state. A plot of (2,2)
CASSCF “LUMO” occupation numbers in Figure 6 (this is more
clearly depicted than in the (6,5) CASSCF occupation numbers
in which five orbitals are partially occupied instead of two)
shows a steeply changing occupation between 60° and 80°. The
âxxx tensor component dominates the totalâ value (the x
contribution is also the dominant component of the dipole
moment vector), and examining the LUMO occupation numbers
with an applied field in the plus and minusx direction provides
the rationale for the suddenly changingâ. A plot of occupation
numbers in this steeply changing region is shown in Figure 7,
along with the occupation numbers for the system with a field
applied in the(x directions. While it may not be obvious from
Figure 7 that the difference in occupation numbers is responsible
for 2’s large CASSCF positive and negativeâ peaks, Figure 8
shows a plot of these differences in the form of the second
derivative of LUMO occupation number with respect to an
applied field in thex-direction. The second configuration that
is represented by these occupation numbers has a very large

Figure 3. Dipole moments (top), linear polarizabilitites (middle), and
hyperpolarizabilities (bottom) for2 calculated with 6-31+G**.

Figure 4. Energies for2 as a function of twist angle.

Figure 5. (2,2) CASSCF/6-31G* linear polarizabilities and hyperpo-
larizabilities for2.
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second derivative. The positive values indicate that the field
applied in the positivex direction causes a greater change than
a field applied in the negativex direction, while the negative
values indicate the opposite. Positive values correspond to a
positive â, negative values to a negativeâ. Since an applied
field would interact with the molecular dipole, which is

intrinsically linked to the twist angle, the electric field response
is also linked to the twist angle. At geometries between 60°
and 70°, an applied fieldalong the dipole moment (associated
with a greater twist angle) would cause a much greater change
in the electronic structuresto smaller LUMO occupation
numbersthan an applied field antiparallel to the dipole. The
opposite is true between 70° and 80° twist angles: an electric
field antiparallel with the dipole moment leads the system to
increasing LUMO occupation number. This opposing asym-
metry, which is only possible in a method with partial occupa-
tion numbers given by the presence of another configuration,
gives rise to the large positive and negative CASSCFâ values
for 2. The CASSCF occupation numbers are quite sensitive to
an applied field, causing the drastic sign changes inâ.

Because2 is small, we were able to include nondynamic
electron correlation in the CAS active space via the CASPT2
method. Also included with the B3LYP/6-31G** optimized

Figure 6. (2,2) CASSCF/6-31G* LUMO occupation numbers for2.

Figure 7. (2,2) CASSCF/6-31G* LUMO occupation numbers for2,
with no field (as shown in the figure above) and a field applied in the
x and-x directions.

Figure 8. The second derivative of the (2,2) CASSCF/6-31G* LUMO
occupation numbers for2 with respect to an applied field in thex
direction. The plotted values are the (zero field- positivex field) +
(zero field- negativex field) occupation numbers divided by the field
strength2, which is analogous to theâ derivative in eq 9.

Figure 9. CASSCF and CASPT2/6-31+G** dipole moments (top),
linear polarizabilitites (middle), and hyperpolarizabilities (bottom)
for 2.
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geometry results are those at the CASSCF optimized geometry.
These results are shown in Figures 9 and 10. At the MCSCF

level of theory, the shape of the relation betweenµ and twist
angle appears insensitive to choice of active space, basis set, or

Figure 10. CASSCF/6-31G* dipole moments (top), linear polariz-
abilitites (middle), and hyperpolarizabilities (bottom) for2. The label
CASSCF_opt indicates2 was optimized at the CASSCF/6-31G* level,
instead of at B3LYP/6-31G*.

TABLE 2: CAS Dipole Moments (Debye) for 2

twist angle (deg)

method 0 20 40 60

(2,2) CASSCF/6-31G* 5.9 5.9 6.2 7.0
(2,2) CASSCF/6-31+G** 6.3 6.3 6.6 7.6
(2,2) CASPT2/6-31+G** 6.2 6.2 6.6 7.6
(6,5) CASSCF/6-31G* 5.2 5.3 5.6 6.4
(6,5) CASSCF/6-31+G** 5.6 5.6 6.0 6.9
(6,5) CASPT2/6-31+G** 5.4 5.4 5.8 6.7
(2,2) CASSCF_opt/6-31G*a 5.0 5.1 5.5 6.2

a This system was optimized at the (2,2) CASSCF/6-31G* level
instead of at the B3LYP/6-31G* level.

Figure 11. Energies for1 as a function of twist angle.

Figure 12. Dipoles (top), linear polarizabilitites (middle), and hyper-
polarizabilities (bottom) for1.
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the inclusion of dynamic electron correlation (CASPT2 vs
CASSCF). There is also little difference between the CAS results
for B3LYP or CASSCF optimized geometries (designated as
CASSCF_opt in the plots). The magnitude of the dipole moment
is dominated more by the size of the active space than by the
basis set or electron correlation, as shown for twist angles
between 0° and 60° in Table 2. For both the (2,2) and (6,5)
CAS active space, the dipole magnitude is in the order CASSCF/
6-31+G** > CASPT2/6-31+G** > CASSCF/6-31G*. Both
R andâ show that the turning point twist angle is determined
by the basis set, but the shape of the peak is more dependent
on active space. These results highlight the importance of fully
treating the substituents in the active space. The dependence
on active space illustrates the difficulty of using CASSCF
because the choice of active space is subjective. Because the
CASSCF optimized geometry, larger basis set, and CASPT2
results parallel those of CASSCF/6-31G*//B3LYP/6-31G**, we
feel that results at the CASSCF/6-31G*//B3LYP/6-31G** level
for the larger1, albeit the aromatic character of1 makes it quite
different from2, should provide a reasonable representation of
the electronic properties.

Response Properties for 1.The energies for the analogous
tictoid system, 1, are shown in Figure 11. It has single
determinant wave functionâ curves (Figure 12) similar to2.
The shapes of the MP2 and HF curves are similar to the
semiempirical results,10 but 1-2 orders of magnitude smaller
than the MRD-CI/INDO calculatedâmax ) -3091× 10-30 esu.
As mentioned,1 has very different wave functions for the two
CASSCF active spaces. A (2,2) CASSCF calculation predicts
a zwitterionic structure (HOMO occupation number of 2.0 at
90°). The (14,13) CASSCF calculation predicts a diradical
(HOMO occupation number of 1.0 at 90°). The (2,2) CASSCF
calculation gives a largeR that is sharply peaked (Figure 12),
and asymptotically largeâ values not shown on the graph for
clarity (they are an order of magnitude larger than the plotted
values: â ) 3700× 10-30 esu at 49° and-5000× 10-30 esu
at 53°). This suggests an inherent instability in the CAS method
when too small of an active space is used.

Conclusions

In studying substituted twisted double bonds of varying
degrees of diradical character, we find that the ab initio linear
and nonlinear optical properties are very dependent on the choice
of method. The choice of active space dominates the CASSCF
response more than the basis set or the addition of dynamic
electron correlation. The donor and acceptor tictoid,1, is a
ground state diradical, but this is seen only with (14,13)
CASSCF. The (2,2) CASSCF values give numerically unstable
values forâ, varying over an order of magnitude within 2° of
twist. It is thus very important to include the entireπ-system
in the CASSCF active space to accurately represent the ground
state diradical character of this important class of twisted
chromophore. While the zwitterionic form would undoubtedly
be stabilized in the condensed phase, the diradical nature of
these systems in the gas phase has been largely ignored in the
literature. Single-determinant ab initio methods (HF, B3LYP,
and MP2) give a negativeâ, in agreement with previous
semiempirical calculations on1,10 but with values much smaller
(by 1.5-2 orders of magnitude) than the analogous MRD-CI/
INDO results.

The ethelynic donor and acceptor system,2, is more zwit-
terionic. Even though this system appears to be closed shell,
the multiconfigurational results do not agree with the single
determinant methods. The CAS calculations may be numerically

unstable because of the large change in response properties over
a few degrees of twist. It is difficult to determine whether a
closed shell method such as Hartree-Fock, MP2, or B3LYP
could not properly capture the response of the system to an
applied field because of an inflexible wave function, or whether
the CASSCF method is too sensitive to an applied field, allowing
overly facile crossing between the diradical and zwitterionic
states. According to Figure 5,2 is predominantly closed shell,
but exhibits significant differences from the closed shell methods
as seen in Figures 3 and 4. The small amount of electron
population in the LUMO (i.e., of the other state) is extremely
sensitive to an applied field, perhaps unphysically so. The large
change in the sign and magnitude ofâ obtained by multicon-
figurational methods over very small ranges in the twist angle
of 2 (Figure 6) is similar to those seen with too small of an
active space for1, and is probably more indicative of numerical
instabilities with the application of a field than actual hyper-
polarizabilities. In neither system do we take into account the
effect of vibrations on the hyperpolarizability. The electronic
hyperpolarizability is very sensitive to geometry, and the
vibrational contribution to the hyperpolarizability (both from
zero-point energy and nuclear vibrational motion) is expected
to be large. Measured values would likely differ greatly from
computed electronic contributions because of these vibrational
effects, the sensitivity to method, and the large changes expected
in condensed phases.

The delicate balance between the diradical and zwitterionic
forms is the primary factor in determining the response for these
systems at all levels of theory. It is this electronic balance that
allows the two forms to transfer charge preferentially in one
direction, creating the asymmetry required for a nonlinear
response. This work underscores the fact that this potentially
important archetype remains a great challenge to the theoretical
community.
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